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Welcoming Words from the Dean of the Faculty of Organizational Sciences: Prof. Dr. Milan Martić

The Faculty of Organizational Sciences (FOS), University of Belgrade, is happy to host the ICDSST 2015 International Conference on Decision Support System Technology and warmly welcomes the Working Group of Decision Support Systems of the EURO Association of European Operational Research Societies. FOS is Serbia's highly ranked Management School. During forty years of existence, the curricula have changed in line with the advances in science and technology, and were adapted to the needs of the economy and society. Presently, the curriculum of the Faculty is designed in line with the programs of the most renowned universities and colleges of the world. The faculty program reflects current trends in higher education, scientific research and economic development. For more than a decade, the Faculty has been a leader in South-East Europe in the field of information systems and technology, management, operations management and quality management.
The EURO Working Group on Decision Support Systems EWG-DSS, in cooperation with the Faculty of Organizational Sciences from the University of Belgrade, is organizing ICDSST 2015 – International Conference on Decision Support System Technologies on “Big Data Analytics for Decision Making”.

Since its creation in 1989, the EWG-DSS group has annually organized research meetings, workshops, joint mini-conferences and conferences with other groups (check here for more details). The EWG-DSS series of International Conferences on Decision Support Systems Technology (ICDSST), starting with the ICDSST-2015 in Belgrade, were planned to consolidate the tradition of annual research events organized by the EURO EWG-DSS group. The ICDSST Conferences offer the European and International DSS Communities, including the academic and the industrial sectors, opportunities to present state-of-the-art DSS developments and to discuss about the current challenges that surround Decision-Making processes, focusing on realistic but innovative solutions; as well as on potential new business opportunities.

The main purpose of the EWG-DSS International Conference on Decision Support Systems Technology (ICDSST 2015), with its main theme on “Big Data Analytics for Decision Making”, is to attract researchers, developers and specialists of the related areas of decision-making, its methodologies and technologies; as well as application oriented practitioners directed to the implementation of big data analytics solutions, to get together in order to exchange
experiences and identify the key issues within various decision-making application areas, so that exploitation of new approaches and tools for dealing with Big Data in Decision Making processes can be effectively implemented in future developments. The ICDSST 2015 promises to offer a pleasant working environment for all participants, within the beautiful spring time of Belgrade in May.

We thank you for your participation interest.  
We hope to you will have a good ICDSST see in Belgrade 2015!

The ICDSST 2015 Organizers & the EWG-DSS Coordination Board
The main purpose of the EWG-DSS – EURO Working Group on Decision Support Systems is to establish a platform for encouraging state-of-the-art high quality research and collaboration work within the DSS community. Other aims of the EWG-DSS are to: Encourage the exchange of information among practitioners, end-users, and researchers in the area of Decision Systems; Enforce the networking among the DSS communities available and facilitate activities that are essential for the start-up of international cooperation research and projects; Facilitate professional academic and industrial opportunities for its members; Favor the development of innovative models, methods and tools in the field Decision Support and related areas; And actively promote the interest on Decision Systems in the scientific community by organizing dedicated workshops, seminars, mini-conferences and conference streams in major conferences, as well as editing special and contributed issues in relevant scientific journals.

The EWG-DSS has already established a recognized tradition is organizing high level conferences and workshops concerning themes of Decision Support Systems, their applications and development approaches. More details about all the organized events of the EWG-DSS can be found in the link: http://ewgdss.wordpress.com/workshops/.
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ICDSST 2015 – Invited Talks

**Andre Moitinho de Almeida**
Researcher
University of Lisbon
Portugal

**Talk:** Interactive Visualisation Exploitation of Large Archives, Big Data Analytics for the Gaia mission

**Antonio Falcao**
Research Engineer at CA3 – Uninova
Portugal

**Talk:** Interactive Visualisation Exploitation of Large Archives, Big Data Analytics for the Gaia mission
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Abstracts of Invited Talks
Interactive Visualization Exploitation of Large Archives, Big Data Analytics for the Gaia mission

Antonio Falcao
CA3
Uninova, Portugal

André Moitinho de Almeida
University of Lisbon, Portugal

ABSTRACT

For Space sciences, most of the data leading to new discoveries are now expected to come from huge online archives. Still, in an age where automated massive data analysis is becoming mainstream, visual exploration remains essential for the understanding and critical interpretation of data and results.

Our work tackles two main challenges: how to interactively visualise very large amounts of multidimensional point-cloud data and how to perform complex selections within 3D representations. Most users will interface with large archives using normal hardware, such as desktops, laptops and mobile devices. Giving these devices the ability to explore big data in real-time must be provided by off-loading strategies implemented at the level of a visualisation server, preferably close to the archive in order to overcome bandwidth limitations. We explore strategies regarding data off-loading, details on demand, sub-sampling and dimensionality reduction.

The second challenge handles the issue of interpreting user interaction and providing mechanisms for complex 3D selections. We consider how widespread 3D interaction devices such as the Microsoft Kinect and more recently the Leap Motion may eventually be used to navigate the data and create spatial selections in conjunction with the normal keyboard and mouse interfaces.

We will present developments within the IVELA project – a demonstrator for a 3D interactive environment for visualisation and selection of the archive of the European Space Agency Gaia mission. Although oriented towards research in astronomy, its design is general and suitable for the visualisation of other large datasets of multidimensional point sources.
BIographies

António J. Falcão holds a Licenciatura in Computer Science Engineering from the Faculty of Sciences and Technology of the New University of Lisbon, and a Master of Science (M.Sc.) degree in Computer Science Engineering from the same University. He is a project manager and research engineer at the CA3 Computational Intelligence Research Group at Uninova (New Technologies Research Institute) working on projects for the European Space Agency since 2002. His research interests include automated analysis of large non-categorical time series datasets. He’s looking at automatic detection of correlations and patterns within these datasets, as well as focusing on the topic of causality between these non-categorical data. He is a Certified Scrum Master, as well as having several specific training courses, including Agile Requirements Management, Agile Estimation and Planning. He also concluded Software Engineering and Quality Assurance training courses, both organized by ESA.
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ABSTRACT

COST mission is to enable breakthrough scientific and technological developments leading to new concepts and products. COST has been supporting the networking of research activities across all 35 Member Countries and beyond for over 40 years.

In H2020 COST will continue to follow the basic principles that made it a success since its foundation: excellence, openness, inclusiveness and bottom up. In 2013, the COST member states established a new implementing structure, the COST Association that will allow an even more efficient and research friendly management. Currently there is a scientific re-organization on going and a new submission, evaluation & selection procedure is being discussed. COST will reinforce its policies in the H2020 context allowing contributing to the Innovation Union’s goal.
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Predictive Analysis in Complex Dynamic Networks

Zoran Obradovic
Temple University
Philadelphia, PA, USA

ABSTRACT

Node attributes and links in information networks often evolve over time and are inextricably dependent on each other. In addition, the evolving network is partially observed, multiple kinds of links exist among nodes and various nodes have different temporal dynamics. In this talk we will present an overview of the results of our ongoing DARPA GRAPHS big data project aimed to address these challenges by developing a structured learning Gaussian conditional random field (GCRF) model, which is shown to be more accurate than several unstructured alternatives in forecasting dynamics of evolving complex networks.
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ABSTRACT

New data streams from social media, passive data capture and other sources are creating opportunities to support decision making. Also, data volume, data velocity and data variety continue to increase. Data-driven decision making using these new data streams, often call "big" data, is an important topic for continuing discussion and research. Given the costs of this data it is important to understand "big" data and any decision making use cases. Current use cases demonstrate how new data streams can support some operating decisions. Claims that new data streams can support strategic decision making by senior managers have not been demonstrated. Managers want better data and desire the "right" data at the "right time" and in the "right format" to support targeted decisions. This article explores the challenges of identifying novel use cases relevant to decision making, especially important, strategic long-term decisions. Analyzing "big data" to find a great business plan or to identify the next revolutionary product idea seems however like wishful thinking. Data is useful and we have more of it than ever before and the volume is increasing because data capture and storage is inexpensive. "Big data" and advanced analytics may provide facts for experienced and talented strategic decision makers, but those uses are not clearly defined. At present, the major strategic decision related to "big" data for senior managers is how much time, talent and money to allocate to capturing, storing and analyzing new data streams. Better defined decision making use cases can help senior managers assess the value of new data sources.
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Big Data Mining and Data Science

Yong Shi
Chinese Academy of Sciences
Beijing, China

ABSTRACT

Big Data has become a reality that no one can ignore. Big Data is our environment whenever we need to make a decision. Big Data is a buzz word that makes everyone understands how important it is. Big Data shows a big opportunity for academia, industry and government. Big Data then is a big challenge for all parties. This talk will discuss some fundamental issues of Big Data problems, such as data heterogeneity vs. decision heterogeneity, data stream research and data-driven decision management. Furthermore, this talk will provide a number of real-life Big Data Applications. In the conclusion, the talk suggests a number of open research problems in Data Science, which is a growing field beyond Big Data.
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Implementing a cloud-based decision support system in a private cloud: The infrastructure and the deployment process
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ABSTRACT

This paper proposes a Cloud based multiple criteria decision support system (DSS) for Selecting Urban Housing Sustainable Development Projects in order to help the decision makers to choose the best urban project with conflicting criteria. The DSS is deployed on a platform Cloud (CloudBees) and managed by the OpenStack infrastructure. The Cloud based multiple criteria DSS we designed and implemented has significant advantages. It reduces the deployment and processing time, ameliorates the communication and the cooperation between the decision makers, facilitates the accessibility, and decrease the cost. The DSS is built on the Cloud Computing architecture with three layers and includes the multiple criteria decision making (MCDM) method PROMETHEE II as well as the procedure of negotiation Hare in order to help the decision makers to select the best urban project.

Keywords: Cloud Computing; decision support system (DSS); multiple criteria decision making (MCDM); Sustainable Local Development; Urban Housing Development.
Data-mining and expert models for predicting injury risk in ski resorts
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Boris Delibašić
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ABSTRACT

This paper proposes several models for predicting global daily injury risk in ski resorts. There are three types of models proposed: based on data mining, expert modeling, and a combination of both. We show that the expert model that represents the judgment of injury risk experts in the analyzed ski resort is 10-15% less accurate than data mining models. We also show that expert models refined with data-driven analysis can produce models that are in line with accuracy as data mining models, but in addition show some advantages, like transparency, consistency and completeness.

Keywords: Decision analysis, data mining, expert modelling, multi-attribute models, DEX, Orange, ski injury.
Making sense of governmental activities over social media: a data-driven approach

Brunella Caroleo, Andrea Tosatto, Michele Osella
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Via P.C. Boggio, 61, 10138 Torino, Italy
{caroleo, tosatto, osella}@ismb.it

ABSTRACT

Although social media attracted significant interest from governments throughout the globe, the challenge of a successful exploitation of big social data to gain valuable insights in the decision making process is still unmet. This paper aims to provide policy makers with hints and actionable guidelines for a data-driven analysis of the social accounts they manage. To this aim, we firstly propose a three-dimensional modular framework to structure the analysis; then, the logical steps required within this framework for meaningfully process big social data are detailed by suggesting text mining techniques useful for the analysis. The proposed data-driven approach could lead public administrators to a better understanding of their use of social accounts and to measure the community engagement around some topics of interest. Findings can constitute fresh insights from which public policy makers may draw for enhancing the community involvement and for becoming far more reactive to the citizenry’s needs.

Keywords: big data, social media, social data, data-driven decision making, policy making, text mining.
Decision support model for participatory management of water resource
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ABSTRACT

Water resources are unevenly distributed across the territory and there is no stability concerning the availability of these resources. Conflicts over water use, particularly in situations where these resources are shared with other localities, require a participatory governance focused on cooperation and conflict resolution. For this reason, this study proposes a group decision model focusing on the use of the Problem Structuring Method (PSM) to assist decision-makers in identifying decision alternatives and evaluating them based on a voting system to concentrate the group decision around the relevant alternatives. Therefore, this group decision support model allows a full understanding of the problem by decision-makers and encourages the participation of those involved in a structured manner, reducing the negative consequences and dissatisfaction of those involved.

Keywords: Water conflicts; decision support; Problem Structuring Methods.
Modelling interactions between criteria in MCDM methods: A review
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ABSTRACT
This paper reviews approaches for modeling interactions and dependencies between criteria in multi-criteria decision-making (MCDM) methods. Traditionally, MCDM methods only allow the establishment of linear dependence between criteria, so they only allow for simplified models that are mostly inadequate for modeling real-life problems. Several methods have therefore been developed for modeling the interdependence between criteria and sub-criteria in MCDM. This paper makes a comparison between some popular methods that allow modeling of criteria interdependencies: Analytic Network Process (ANP), Decision Making Trial and Evaluation Laboratory (DEMATEL), Interpretive Structural Modeling (ISM), Fuzzy Measures and the Choquet Integral (CI) and Interpolative Boolean Algebra (IBA). These methods allow the establishment of interactions and comparisons between criteria using supermatrices, diagrams, fuzzy measures, fuzzy integrals and logical functions. This paper presents the MCDM approaches that include in their analysis the interdependencies and relation between criteria/sub-criteria and thus enable more efficient and realistic modeling of decision-making problems.

Keywords: MCDM, Interactions between criteria, ANP, DEMATEL, ISM, Fuzzy Measures and the Choquet Integral, IBA.
Cloud Enabled Big Data Business Platform for Logistics Services: A Research and Development Agenda
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ABSTRACT

This paper explores the support provided by big data systems developed in the cloud for empowering modern logistics services through fostering synergies among 3/4PL (third / fourth party logistics) in order to establish interoperable or highly integrated and sustainable logistics supply chain services. However, big data applications could have limited capabilities of providing performant logistics services without addressing the quality and accuracy of data. The main outcome of the paper is the definition of an architectural framework and associated research and development agenda for the application of cloud computing for the development and deployment of a Big Data Logistics Business Platform (BDLBP) for supply chain network management services. The capabilities embedded in the BDLBP can provide powerful decision support to logistics networking and stakeholders. Two of the three strategic and operational capabilities as operational capacity planning, and real-time route optimization are built upon literature based on operational research, and are extended to the scope of dynamic and uncertain situations. The third capability, strategic logistics network planning is currently under researched and this approach aims at covering this capability supported by big data analytics in the cloud.

Keywords: big data, cloud computing, 3/4PL, Big Data Logistics Business Platform (BDLBP), business intelligence, big data analytics
The Effects of Performance Ratios in Predicting Corporate Bankruptcy: the Italian Case
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Unint University of Rome
Via Cristoforo Colombo 200, 00145 – Rome, Italy
{francesca.didonato,l.nieddu}@unint.eu

ABSTRACT

Corporate failure prediction is a major issue in today’s economy. Any prediction technique must be reliable (good recognition rate, sensitivity and specificity), robust and able to give predictions with a sufficient time lag to allow for corrective actions. In this paper we have considered the case of Small-Medium Enterprises (SMEs) in Italy trying to determine which dimension, in terms of performance indicators, best suits this goal. We have considered three of the most robust and diffused classification techniques on data over a period of 8 years prior to failure. The results tend to suggest that, for the Italian SME system, profitability ratios are always relevant in predicting corporate failure (both in the short and in the medium-long run), while leverage and liquidity indicators, affecting the financial dimension of the company, tend to add information in predicting a possible risk of default only in the medium-long run.

Keywords: Bankruptcy Prediction; Discriminant Analysis; Performance Ratios, Small-Medium Enterprises
A Tangible Collaborative Decision Support System for Various Variants of the Vehicle Routing Problem
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ABSTRACT

The Vehicle Routing Problem (VRP) is a well-known combinatorial optimization problem where a number of customers must be served with a fleet of vehicles. The classical variation of the VRP is the Capacitated Vehicle Routing Problem (CVRP) with the additional constraint that each vehicle must have uniform capacity. Many Decision Support Systems (DSS) have been implemented to solve real life problems of the VRP and its' variants, but they do not allow multiple decision makers to explore several scenarios of a given problem simultaneously and collaborate with each other in order to find the best possible solution. In this paper, we extend our previous work [35] and incorporate in our spatial DSS four variants of the CVRP: (i) Distance Constrained Vehicle Routing Problem (DVRP), (ii) Vehicle Routing Problem with Time Windows (VRPTW), (iii) Vehicle Routing Problem with Backhauls (VRPB), and (iv) Vehicle Routing Problem With Pickup and Delivery (VRPPD). This extension allows decision makers to solve specific routing problems according to their needs. The proposed collaborative spatial DSS allows two decision makers to collaborate with each other in order to find the best possible solution through a tangible interface. The locations are added though interactive Google Maps and other parameters through user-friendly forms that can be manipulated via tangible interfaces. The proposed DSS has been implemented using Java, TUIO protocol, jsprit, and Google Maps.

Keywords: Decision Support Systems, Capacitated Vehicle Routing Problem, Tangible User Interface, Geographical Information Systems, Tabletop Display
The Roles of Big Data in the Decision-Support Process: an Empirical Investigation
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ABSTRACT

The decision-making process is marked by two kinds of elements: organizational and technical. The organizational elements are those related to companies’ day-to-day functioning, where decisions must be made and aligned with the companies’ strategy. The technical elements include the toolset used to aid the decision making process such as information systems, data repositories, formal modeling, and analysis of decisions. This work highlights a subset of the elements combined to define an integrated model of decision making using big data, business intelligence, decision support systems, and organizational learning all working together to provide the decision maker with a reliable visualization of the decision-related opportunities. The main objective of this work is to perform a theoretical analysis and discussion about these elements, thus providing an understanding of why and how they work together.

Keywords: Decision support, decision-making process, Big Data, Business Intelligence (BI), Decision Support System (DSS), organizational learning
‘Big Data’ Decision Making Use Cases
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ABSTRACT

New data streams from social media, passive data capture and other sources are creating opportunities to support decision making. Also, data volume, data velocity and data variety continue to increase. Data-driven decision making using these new data streams, often call "big" data, is an important topic for continuing discussion and research. Given the costs of this data it is important to understand "big" data and any decision making use cases. Current use cases demonstrate how new data streams can support some operating decisions. Claims that new data streams can support strategic decision making by senior managers have not been demonstrated. Managers want better data and desire the "right" data at the "right time" and in the "right format" to support targeted decisions. This article explores the challenges of identifying novel use cases relevant to decision making, especially important, strategic long-term decisions. Analyzing "big data" to find a great business plan or to identify the next revolutionary product idea seems however like wishful thinking. Data is useful and we have more of it than ever before and the volume is increasing because data capture and storage is inexpensive. "Big data" and advanced analytics may provide facts for experienced and talented strategic decision makers, but those uses are not clearly defined. At present, the major strategic decision related to "big" data for senior managers is how much time, talent and money to allocate to capturing, storing and analyzing new data streams. Better defined decision making use cases can help senior managers assess the value of new data sources.

Keywords: data-driven decision making, new data streams, strategic decision making, analytics, computerized decision support, big data, use cases.
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ABSTRACT

Customer interactions, transactions, as well as Internet of Things through connected homes, vehicles, cities and industries will increasingly generate enormous amounts of data – Big Data. But, having a lot of data does not mean making better decisions. This paper examines the role of Big Data in the Enterprise. It describes the rise of big data and the transition of traditional enterprise data models with the addition of crucial building blocks to handle the dramatic growth of data in the Enterprise.

Keywords: Big Data, Enterprise, Big Data Components, Big Data Strategy
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ABSTRACT

A fundamental limitation of current design support tools is the primary focus on product information and not on the decision process. Decisions need to be explicitly documented so that rationale is easily understood and the proper reuse of design knowledge can be facilitated.

Knowledge bases and design repositories in engineering design are evolving towards a distributed design environment in which engineers or operators communicate via the Web or collaborative platform.

We propose an approach that utilizes an ontology and collaborative decision making process to improve management in spunlace non woven industry. The present research considers knowledge integration within a framework of collaborative DSS. A central component of the framework is domain ontology. This ontology represents domain and problem solving knowledge fused from different knowledge sources.

In this system, functions such as information transfer, knowledge acquisition and integration can be easily achieved. The problem caused by the incompatible semantic and data between different programs is solved, which improves the efficiency and accuracy of dynamic decision-making process in INOTIS enterprise. Our proposed ontology-based system provides an understandable and organized solution to capture knowledge regarding item management and usage. It addresses the integration challenge of spunlace catalogs while providing a framework for collaborative sharing and knowledge acquisition among operators or senior managers.

The suggested system is tested by supporting decisions on diagnosis and semantic understanding of resources failures or any unpredictable events. Experiments have been conducted on INOTIS enterprise indicating the efficiency of the proposed system.

Keywords: Collaborative decision-making, Diagnosis, Domain ontology, Facilitator, Spunlace non woven industry, Collaborative environment.
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ABSTRACT

In the past few years, one could witness the emergence of different studies aiming to develop predictive models for one of the three conditions defined by Medicare hospital readmission reduction program. In this study, we propose a two-step approach to characterization of different comorbidity based groups of patients based on their predictive performance potential. Initially, we summarize the data collected from Electronic Medical Records based on the most prevalent diagnosis pairs to collect a dataset of repeated readmission classification results with the corresponding feature selection information. This step is followed by discovery of subgroups of patients with high positive predictive value or other classification performance metric. The results of such characterization can be used by medical experts to identify specific groups of patients and build predictive models in environments where high classification performance at the point of hospital discharge can be expected.

Keywords: Data Mining, Feature Selection, Hospital Readmissions, Electronic Medical Records, Comorbidities.
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ABSTRACT

Mobile devices leave an unprecedented volume and variety of digital traces of human beings like the historic of visited locations or the activity on social network. In particular, most people carry one or several of them almost all the time and consider them as personal. This turns mobile devices into a prodigious way to better grasp human life. Indeed, thanks to these new data sources, various analyses of human activity can now be led using information on actual behavior where, previously, demanding data collection campaign were required to know declared behaviors. In this paper, we propose an overview of multiple uses of mobile data published in the scientific literature.

The organization of the report follows a typology build on two criteria: interaction level and focus of analysis. The interaction level assesses to which extent mobile data is used to interact with a mobile user. This dimension includes four levels: passive, pull, push and participative. The focus of analysis makes the distinction between studies related to a person from those related to a community of people. Crossing these two dimensions would suggest 8 research areas. Only 4 of them are actually covered by the collected pieces of work, we qualify them of User Activity, Human Activity, Mobile Recommendation System and Mobile Promoting System. They are discussed in turn showing off the main characteristics of them such as application domains covered and main issues.

Finally, the discussion of the 4 remaining areas highlights new research areas with a special focus on the possibility to use mobile data to influence individual users towards efficient collective behaviors. To conclude, current and future research avenues suggest that mobile devices and their underlying data are likely to be employed in many domains and may be used not only to observe human life but also to influence it.

Keywords: Mobile data, Mobile Systems, Human Activity, Recommendation Systems, Survey, Data Mining
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ABSTRACT

Since banks play a vital role in economy of every country, evaluating the performance of banks is very important, because it provides useful results for both investors, creditors and other stakeholders. The conventional methods for selection are inadequate for dealing with the imprecise or vague nature of linguistic assessment which are present in bank performance. To overcome this difficulty, fuzzy multicriteria decision making methods (MCDM) are proposed to evaluate the performance of banks. The proposed model for performance evaluation of Serbian banks is built with the integration of two methods: Fuzzy Analytic Hierarchy Process (FAHP) and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS). FAHP method is applied to determine the relative weights of the evaluation criteria and sub-criteria based on the opinions of economic experts, and then these weights are used like input to the TOPSIS method to rank the alternatives. Several financial indicators are used for ranking top ten most successful banks of Serbian Banking Sector. Finally, FAHP and TOPSIS propose a ranking of banks. To validate the proposed ranking, the results are compared with results obtained by another popular MCDM method, i.e. VIKOR. TOPSIS and VIKOR methods are selected for comparison, because both are based on an aggregating function which represents “closeness to the ideal solution”. The complementary use of the two models provides a wider and more realistic view on the tendencies in the banking sector and the combination of the results obtained with two models provides a useful background for more comprehensive evaluation of the banks efficiency.

Keywords: Multicriteria decision analysis, Fuzzy AHP, TOPSIS, VIKOR, Bank ranking, Serbia
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ABSTRACT

We currently live in an era, in which data heavily, constantly, and globally flows into all areas of our activities. This mobile world based on the Internet of Things and the concepts of Web 2.0, 3.0 and 4.0, connects us at anytime with our conveniences and contacts, keeps our appointments up-to-date, feeds our information needs, influences our moods, guides our shopping tendencies, and informs us about businesses and opportunities in a way that most of the times it is difficult to manage, due to the massive amount of data involved. Time has come that individuals and mainly organizations have to tackle the problem of how to process large amounts of data in support of their respective needs and operations, aiming at improving their handling and response efficiency. Big Data gives birth to an era, which cannot count anymore with classical database tools to manage and analyze information data-sets. New methods and technologies are required to enable the decision maker to understand and examine the massive, multi-dimensional, multi-source, time varying information stream to make effective decisions, sometimes in time-critical situations. In this work the authors discuss the importance of having appropriate technologies for Decision Making and Decision Support Systems to exploit the potentiality of Big Data analysis, so that organizations can improve their productivity to face increased competition in this new Big Data-Driven Decision-Making era. The study behind this paper also addresses the problem of the current widespread data-centrism tendency for almost all applications requiring decision support, since not all of them have the answers to their problems based only on data.

Keywords: Decision Making, Big Data, Analytics, DSS, Decision Support Systems, Internet of Things.
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ABSTRACT

Process discovery is one of the most challenging tasks in process mining. State-of-the-art techniques still have problems dealing with large and/or complex event logs and process models. Complexity (either due to the large number of distinct activities comprising the process, or due to the huge number of traces in the event log (the Big Data case) is the main reason why the discovery problem is hard, since most discovery techniques are exponential in the number of activities. An additional reason why discovery is hard is that when producing a process model, one must consider conflicting criteria.

In general, four process model quality criteria have been identified: Fitness (how good is the model in replaying the traces in the log), Simplicity (how complex is the model beyond what is necessary), Precision (how much the model is underfitting - allowing for “too much” behavior), and Generalization (how much the model is overfitting). The proposed technique addresses the later two (precision and generalization). Since these criteria are generally conflicting, the discovery methods should find a way to trade-off their requirements. On the other hand, despite its hardness, the discovery problem remains interesting because organizations need process models that reflect the real processes for documentation, verification, performance analysis etc. These needs are reflected in the growing interest of Business Process Management vendors, consultants and researchers.

This work leverages concepts from graph theory and eigenvalue analysis to facilitate process discovery. The key components of our work are the representation of activities in an affinity matrix, the introduction of two optimization criteria relevant to the discovery problem and the projection of the problem into a graph spectrum.

By leveraging the activities clustering task into a graph partitioning problem, one should expect to end up with coherent clusters in terms of the dependencies between the tasks. Having obtained a robust clustering of the activities, we can filter the event log to distribute it horizontally. Then, process discovery algorithms can be applied to every cluster in isolation, and later the marginal results (a.k.a. process fragments) can be merged.

Keywords: Process Discovery, Event Log Distribution, Spectral Clustering
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ABSTRACT

Boolean networks are widely used for modelling and analysis of complex systems of interacting entities. Such models have the form of directed graphs, with a state variable and a Boolean function assigned to each node. States of nodes evolve in time, governed by Boolean functions. Classical Boolean networks are binary, relevant for modelling systems with complex switch-like causal interactions. In such systems, below (or above) a certain level a component has a little or no influence on the behavior of others, while above (or below) this level the influence saturates rapidly to a constant level. If the causal interactions are not governed by thresholds, that is, when more detailed description of a system behavior is required, Boolean networks can be generalized by the real-valued realization of state variables and Boolean functions. If this is accomplished by using conventional fuzzy logics, based on truth functionality principle, the generalized model cannot secure the Boolean frame. Consequently, the validity of the model’s dynamics is not secured. The aim of this paper is to present the Boolean consistent generalization of Boolean networks. The generalized model has drastically more descriptive power than the classical one. It can be used for gaining quantitative insight into the behavior of complex systems. The generalization is accomplished by using Interpolative Boolean algebra, the real-valued realization of Boolean algebra, based on structure functionality principle.

Keywords: Boolean networks, complex systems, Interpolative Boolean algebra, fuzzy logic, fuzzy systems, causal models.
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ABSTRACT

This paper investigates relation between skiing patterns and risk of injury. Data, collected from ski-lift gates in form of process event logs, is analyzed. After initial transformation of data into process traces, process vectors and similarity matrix, using several clustering methods different skiing patterns are identified and compared. Quality of clusters is determined by how well clusters discriminate between injured and non-injured skiers. The goal was to achieve the best possible discrimination. Several experimental settings were made to achieve and suggest a good combination of algorithm parameters and cluster number. After clusters are obtained, they are categorized in three categories according to risk level (high, medium, low). The goal of this paper is to provide a framework which can be used for estimating level of skiers' injury risks, based on skiing patterns. We concluded that the proposed method can be used to distinguish skiing patterns by risk category based on injury occurrences, while further research should be directed towards investigating process mining techniques potential for skiing injury prevention.
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Abstract

Construction industries are huge and complex. Given that contractors execute a considerable portion of construction works, the successfulness of these projects depends mainly on their capabilities and qualifications. Therefore, the selection of an eligible contractor is a vital role that involves a critical decision to be made. To do that effectively, it is better to conduct a prequalification process to evaluate their eligibility prior to the bid awarding stage where the final decision of the selection is made. Since the problem represents a typical multi-criteria decision making (MCDM) problem, the AHP method was used. The aim of this paper was to propose a model to help the Libyan Central Committee of Tendering in prequalifying future candidate contractors. The model was evaluated on four Serbian construction companies and consists of four criteria namely, experience, technical capability, managerial capability, and human capability. A sensitivity analysis was done to test the robustness of this model. We conclude that the proposed model can offer a reliable framework for the committee when exercising such a prioritization decision and that it would work efficiently, yield acceptable results, and succeed in dragging reasonable decisions in construction contractor prequalification process, which definitely enhances the credibility and transparency of bid awarding processes in the country.

Keywords: contractor prequalification process, analytical hierarchy process, decision-making.
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ABSTRACT

Understanding the heterogeneity in consumer preferences is a crucial issue in decisions on marketing mix. These decisions are based on understanding the differences among consumer evaluations of product attributes. We propose a methodological framework for processing consumers’ preferential data, to learn their preference models and get insights on the heterogeneity level of their preferences. The proposed methodology starts by taking from each consumer a ranking list over a set of products, and represents the preference model of each consumer by a set of nonlinear (piecewise linear) monotonic value functions over the set of product attributes. The individual preferences are shrunk toward the population preference model using Mahalanobis distance. Individual level preferences distant from the population preferences are penalized. Penalties are greater in the directions where less variation in preferences exists across individuals. The population preferences are estimated simultaneously with the individual preferences. The mathematical programming associated to the proposed model is quadratic under certain situations. Using this property, an efficient algorithm for solving the model is proposed. The model is flexible in handling several types of preferential information, as well as different reference sets for different consumers. The reference set, i.e. the subset of products which are evaluated, is not needed to be complete or equal for all the consumers. In addition, the method is not restricted to the full-profile ranking, but it can accommodate preferential informations in the form of pairwise comparisons or judgments based on a subset of attributes, at the same time.
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ABSTRACT

Traceability is one of the key challenges in the food industry drawing attention particularly when a food scandal takes place. It is not just about meeting the quality specifications of the consumer and to abide by the diverse legal requirements and recommendations issued at various levels of authority. Traceability as a key principle aims at providing a fast and efficient support to the management of any identified - actual or potential – quality or safety incidents in the food supply chain. Business Intelligence (BI) platforms are specifically conceived to provide a centralised view on multiple distributed data sources. They are thought to offer many analytical capabilities on these data in order to turn them into information and knowledge and to support managers in their decision making process.

However, BI solutions are usually deployed within a single (usually big, multi-national) company, whilst traceability involves multiple actors with potentially divergent interests and diverse levels of willingness to participate. Along this line of thought, integration of management systems within a focal company and throughout the overall supply chain raises specific challenges both technical and managerial. From the starting point of addressing the specific needs of the food supply chain current paper opens the question of a supply chain wide BI platform. Considering this particular context, this first piece of work aims (i) to formalise the potential benefits of such a platform for the domain and (ii) to identify the key challenges.
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ABSTRACT

This research investigates the challenge, opportunity, and talent gap with respect to big data business analytics. Specifically, we first analyze key challenges related to big data such as huge data volume that is beyond the ability of traditional database software tools, business analytics such as statistical techniques and data mining technology for the purpose of actionable intelligence, and data security such as cutting edge technology and government regulations to safeguard data safety and privacy. Then we explore major opportunities as a result of big data business analytics such as automated and computerized database management, text mining, actionable intelligence, and predictive forecasting. Finally we study a newly launched graduate program in business analytics and conduct a survey on undergraduate students in various counties to analyze the talent gap for the next generation of big data business analytics professionals.
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ABSTRACT

A hybrid approach, where a classic database management system and a data management system allowing MapReduce approach are used in parallel, is proposed in this paper as a new way of improving data availability in a case where the amount of actual data storage increases. The case concerns our platform that has been implemented for defining and completing surveys. The platform allows a web user to define a survey as a set of questions with appropriate answers to each question and the number of answers that can be selected. A survey or a particular question can be illustrated with multimedia files, as well as with the links toward external web locations.

The anticipated growth of our survey platform database size requires a new approach to obtaining data. A single database would no longer be sufficient in running multiple queries in a timely manner. Distributed databases running MapReduce algorithm could improve the query response rates.

Initially, the proposed solution would improve the response time in analytics, allowing administrators and researchers to make better decisions in real-time, as big data would be analyzed in parallel and returned in a timely manner. Further on, various collective intelligence algorithms could be implemented on the top of the proposed solution to create new users’ features, boosting thus users’ experience and preserving the pool of satisfied loyal users.

Keywords: Surveys, NoSQL, MapReduce, Query performance, decision support
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ABSTRACT

Epilepsy is one of the world’s most common diseases with neurological disorder, affecting nearly 1% of the world’s population. For many patients with epilepsy, medications are not effective or they frequently suffer side effects. Electroencephalogram (EEG) is widely used for detection and analysis of epileptic seizures. The diagnosis of an epileptic EEG signal is a vital issue and it is done manually by experts. This paper describes an EEG-based automated classification method, in order to help patients with epilepsy lead more normal and safe lives.

The decision making algorithm consists of 3 steps: 1) feature extraction from EEG signal is done through Discrete Wavelet Transform (DWT), 2) dimension reduction using Principal Component Analysis (PCA) and 3) classification with Artificial Neural Network (ANN). The DWT technique is used to identify the characteristic points of an EEG signal with fairly good accuracy, even in the presence of severe high-frequency and low-frequency noise. The PCA is utilized in order to reduce high number of channels and features. The ANN classifies signal as “Preictal” for pre-seizure or "Interictal" for non-seizure signal. In this research were used EEG data sets, which belong to two subject groups: epileptic subjects during a seizure-free interval (interictal EEG), and epileptic subjects just before a seizure (preictal EEG).

The PCA application on wavelet subband for feature extraction is done by standard linear PCA, which is not optimized for very high dimensional data, however Kernel PCA implementation has proved to be very efficient. In combination with Scaled Conjugate Gradient (SCG) the performance of proposed algorithm is benchmarked against the performance of the standard Backpropagation algorithm (BP) and the Broyden-Fletcher-Goldfarb-Shanno quasi-Newton backpropagation algorithm (BFGS). The results corresponding to the selected algorithm (DWT-KPCA-SCG) show that it could achieve a classification accuracy of approximately 90%.
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ABSTRACT

Learning interpretable predictive models in high-dimensional datasets is both challenging and important, especially in domains such as medicine and health-care. Algorithms that embed attribute selection by inducing sparsity are a promising approach in such scenarios, because sparse models are easier to interpret, especially when they incorporate domain knowledge. This paper aims at developing sparse logistic regression models for predicting readmission for pediatric patients, based on their diagnoses at discharge. Domain knowledge in form of an ICD-9 disease hierarchy is used to guide the sparsity of the solution, and forces the model to select groups of features which could be interpreted as higher diagnoses concepts, well known by the domain experts. Experiments are conducted on 67K pediatric hospital discharge records from California, State Inpatient Databases (SID), Healthcare Cost and Utilization Project (HCUP) in the period from 2009 to 2011. We use a tree-lasso regularized logistic regression model to incorporate the ICD-9 hierarchy, and compare it to regular logistic regression, L2 regularized and L1 regularized version. The results show tree-lasso model to be competitive in accuracy (measured by AUC), but easier to interpret in terms of higher disease concepts from ICD-9 hierarchy. The results also suggest which disease groups are informative for detecting readmission of general pediatric patients, and we apply the same approach on the subgroups of patients with selected diseases which are known to cause higher levels of readmission.
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ABSTRACT
The novel Decision Support System GMCR+ encapsulates advanced communication features, including the capabilities to define, analyze, and communicate models and analyses, that enable it to support negotiation and the management of strategic conflict. A major feature of GMCR+ is its ability to visualize conflicts explicitly using enriched graph models. Other tools that facilitate communication are the automatic calculation of conflict parameters, and the ability to export them to Excel. Finally, a novel status quo analysis enables the analyst to examine scenarios, and understand stabilities, based on an initial state.

Keywords: Negotiation, Communication, DSS, Graph model, GMCR, Conflict Resolution
Clinical pathways describe the treatment steps for a certain disease in a specific hospital. They can improve the efficiency and transparency of patients’ treatments: Length of stay in the hospital as well as cost can be reduced, patient safety is increased and new medical personnel can learn more quickly how a certain treatment process is executed. A clinical pathway is usually developed manually by the medical personnel which is costly and time consuming. A once modeled pathway has to be updated regularly so that it is always following new regulations. An automatic support of clinical pathway creation would therefore be helpful.

Process mining allows the analysis of processes based on event logs extracted from process executions. The underlying techniques are often used if a formal description of a process cannot be obtained by other approaches, or if the quality of existing process documentation is questionable. Although useful on industrial processes, process mining algorithms are not often used on medical pathways till now.

Therefore, this paper discusses ideas how process mining can support the efficient creation of clinical pathways in a better way. Challenges based on a literature review and on an own case study in a German hospital are discussed. The biggest challenges in an automatic creation are the integration of big amounts of various medical data from different clinical information systems and the flexibility and complexity of process execution in handling a patient with a certain disease.

An additional integration of medical data as well as of expert knowledge can improve the automatic creation of a clinical pathway. This would include solving interface problems and the extraction of relevant information from documents like discharge letters.

**Keywords:** Clinical Pathway, Process Mining, Medical Data
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ABSTRACT
Person recognition based on their biometric modalities has become very popular research field in last several decades. One of biometric modalities that has been given significant attention in the literature is human ear. There are several reasons for this, and some of them include adequacy of human ear for usage together with face recognition. Also, nonintrusive characteristic of human ear makes it interesting for usage in biometric systems, especially multimodal biometric systems. This paper presents a possible way for integrating OpenCV library with MATLAB functions in order to develop a working biometric system based on human ear recognition.

Keywords: biometrics, ear recognition, open source, human ear feature extraction
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ABSTRACT

Behavioral biometric is promising field offering the methodological framework for analyzing data obtained by observing and quantifying individual activity patterns for the purpose of identifying or verifying genuine identities. Significant progress is already made in the field of confirming identities by different authentication systems based on the voice recognition, mouse using dynamics or keystroke measures, etc. The emerging issue in human computer interaction studies is related with detecting human emotions while using systems and there are some endeavors to provide methods of tracking and responding to affective reactions while performing different tasks. Affective computing often considers human emotional reactions during the activity of technologically supported learning. As behavioral biometrics predominantly relies on nonverbal signals and emotional expression is usually communicated nonverbally, there is a hypothesis that recording affective reactions might be valuable data source for biometrics.

Accordingly, there is an idea to exploit the learning situation for collecting personal data referring to the emotional reactions’ patterns and for building affective blueprints repository of enrolled learners. Data base could be used for verifying user’s identity alongside with login password and other identification requests. There is one more potential use of tracking emotions while doing, for example, the on-line tests. The idea is, not only to recognize irregularities of one’s affective behavior in order to confirm or doubt his authenticity, but to track differences in emotional reactions on questions with the aim to detect the potential identity deception by using physiological sensors that are proven to be linked with the emotional expression and indicators of arousal. There is a hypothesis that the level of arousal might be different in situation of forgery and that it could be detected by analyzing differences between physiological parameters for questions regarding learning material, control questions and for so called relevant questions (in this case personal questions closely linked to the individual).

Keywords: behavioral biometrics, identity authentication, affective computing, emotional reactions, biological signals
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ABSTRACT

The idea of in-memory based data processing has been present since the 1980s. Today, the technology has evolved on parallel with the big data concept in order to provide a complete solution for modern day business. With the current data growth rate, in-memory based processing systems are a necessity for a business of any size. The main reason why more companies are not implementing them is the price. The main goal of this paper is to present the benefits of in-memory data manipulation and provide a solution for businesses which cannot afford the commercial systems. An architecture model is given which is based on the standard three-layer architecture. The business logic layer has been granulated and extended to provide good structure for further development, upgrades and maintenance. The model has been proven as efficient through the implementation of two processes which are common in financial institutions. Depending on the nature of the process, it is determined that using the in-memory approach the processing speed can be increased even several hundred times. The costs are practically minimal since the solution is aimed at in-house development for critical business processes, compering to the commercial solution of the same type.
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ABSTRACT

Improving health and consumption over a lifetime is fundamentally important in a multitude of choices individuals make. We offer new forms of utility for uncertain streams of health and consumption that follow from appropriate conditions, are assessable using well-established and understandable methods such as time-tradeoff or standard-gamble, and have many desirable properties. The discrete-time multiplicative-linear and multiplicative-exponential forms that result, when taken to their continuous limit, produce strategically-equivalent continuous-time multiplicative-exponential forms. Our new forms express correlation aversion (or seekingness, if desired) with respect to health and consumption and, with a stationarity condition can incorporate constant-rate discounting of future health and consumption. Unlike additive forms, our multiplicative forms are consistent with empirical evidence in the health economics literature that observes that individuals choose standard-gamble probabilities and proportional time tradeoffs that are not constant in life duration and that their standard-gamble probabilities exceed their corresponding proportional time tradeoffs. Our forms give a double exponential utility in life duration that exhibits risk aversion, decreasing (or increasing) absolute risk aversion, and increasing (or decreasing) relative risk aversion. This form can be viewed as constantly risk averse in quality-adjusted life years (QALYs), where life duration is adjusted for health, consumption, and time-discounting.

Keywords: decision analysis; multiattribute utility; health utility analysis; medical decision-making; time tradeoff; multiplicative utility; standard gamble; QALYs; life-cycle consumption planning; correlation aversion
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ABSTRACT

The objective of this paper is to present the application of IBA-based order relation on reliability engineering. We will base our study upon the concept of system signatures which analyzes the structural connection between the components of the system. Unlike the analysis based on system’s structure function which is an exponential problem on the number of system’s components ($2^n$), system signature approach reduce the problem to n-dimensional, where $n$ is the number of components. System signatures approach is focused on determining how the system will fare if a single component fails, depending on the connections between that component and the rest of the system and irrespective of component’s own reliability.

While signatures of the components are pertaining to their expected times of failures, cumulative/tail signatures are related to the expected time of failure of the whole system. This offers us the opportunity to apply order relation based on Interpolative Boolean algebra to the tail signature vectors of various coherent systems of the same order to determine which one is better in terms of reliability. In case order between these vectors cannot be established we will propose a logical aggregation to assess which one can be considered better.

Keywords: Reliability, Generalized order relation, Logical aggregation, Structure function, System signature, Interpolative Boolean algebra.
ABSTRACT

Driving a car is a complex skill that includes the primary task of driving but also secondary tasks related with interacting with multiple systems in the car (e.g. infotainment). Current automobile industry trends, point towards maximizing the benefits of using more secondary task functions inside the car without affecting the primary task of the driver. Technologies for novel IVIS (In-Vehicle Information Systems) must satisfy different criteria since they should be innovative and pleasurable to use but also secure, feasible to implement and, at the same time, improve secondary task performance.

We report here a multi-criteria decision making approach for rank ordering a large set of existing human-machine interaction technologies. The decision problem was assessing their potential for innovative IVIS products. Alternatives were either available as commercial products or were still in their conceptual and prototype form, and included more than a hundred technologies; the list was diverse with nine different categories. We were interested in the properties of the best alternatives and examined the criteria tradeoffs in the top quartile.

Keywords: Multi-criteria decision making, In-Vehicle Information Systems, Human Factors, Automotive
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ABSTRACT

The prediction of business results is an increasingly frequent topic that attracts a lot of attention. This paper provides a detailed analysis and comparison of different methods used in order to forecast possible bankruptcy of companies within the Republic of Serbia in the next year. We specially reflect on the usage of soft computing techniques as the more flexible approach for predicting bankruptcy of enterprises.

We collected the data for the 102 different companies and calculated financial ratios for each observed company in order to use these ratios as inputs in further analysis. All collected data refers to the companies in the territory of the Republic of Serbia, in the period from 2010 until the end of 2013.

Several models, both traditional and novel, are used in this study. First, financial ratios are utilized to obtain Altman's Z-score and Ohlson's O-score, the traditional bankruptcy prediction scores. The prediction results of these models will be used as reference values in our research. Afterwards, we use artificial neural networks (NN) for prediction. We apply pattern recognition with Backpropagation and Quickpropagation learning method. Adaptive neuro fuzzy inference system (ANFIS) with Backpropagation and Hybrid learning algorithm is also used in the study. Finally, we mutually compare the results of each of the proposed models used for forecast of companies' bankruptcy. The significant difference appeared between these models. The best results are achieved using NN with Backpropagation method. These results show how powerful and successful they are when it comes to this kind of complex and nonlinear problems.

For the purposes of this paper we created Java application and included Java libraries for neural networks. Also, we enabled communication with Matlab, in order to use ANFIS.

Keywords: Soft computing, Bankruptcy prediction, Altman's Z-score, Ohlson's O-score, Neural networks, ANFIS
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ABSTRACT

This paper indicates two the most common problems in functioning of biometric systems, problem of interoperability between system's components as well as between different biometric systems and problem of biometric data security and privacy protection, both in storage and exchange.

Presenting the structure of BioAPI platform, CBEFF framework and their relationship, the benefits of the application of these standards as a solution to the aforementioned problems have been highlighted.

Keywords: Biometrics, Standards, BioAPI, CBEFF
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ABSTRACT

The aim of this paper is the development of a decision support system for healthcare experts which would take advantage of the large volumes of existing medical data (stored in available Electronic Medical Records) to predict patients’ future health states, thereby allowing healthcare experts to appropriately adapt treatment procedures and patients’ follow-up and ultimately improve the quality of healthcare and reduce costs.

Recently a method for inferring the discharge diagnosis for a new patient has been proposed, which is based on the computation of similarities between patients along a minimal set of dimensions such as medical history and demographics from past hospitalizations, as well as diagnoses characteristics. Given that the proposed method has yielded promising results, the aim of this paper is to explore the possibility of exploiting these similarity measures to predict patients’ future health state, or more specifically, to estimate the readmission probability for existing patients (along with the likely readmission diagnosis) on the basis of information from past hospitalizations.

To this end, four different patient similarity measures (pertaining to patients' medical histories, ages and gender) and two diagnosis similarity measures (which take into account the diagnoses correspondences and co-occurrence frequencies) are computed. From each pair of similarity measures (one patient similarity measure and one diagnosis similarity measure) a single score is calculated, thus resulting in 8 classification features overall. The proposed method was tested on a real HCUP (Healthcare Cost and Utilization Project) data set containing over 10000 admissions records for about 7000 patients covering a period of 3 years.

Keywords: Machine Learning, Decision Support Systems, Healthcare, Readmission Prediction, Patient Similarity, Electronic Medical Records.
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ABSTRACT

The lack of face-to-face contact in negotiation supported by Negotiation Support System (NSS) has been the main problem presented by this kind of system. Such absence of the subjective characteristics of negotiators can generate dissatisfaction with the negotiation process. This search proposes the use of personality traits and negotiation style during the whole negotiation process to improve the negotiators’ satisfaction in terms of communication and negotiation, as well as decrease the number of interactions to reach an agreement. Experiments are being conducted on a developed platform (NegPlace) that incorporates the MBTI and TKI models.

Keywords: Negotiation Support System, Personality Traits, Negotiation Style, Negotiation Satisfaction.
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ABSTRACT

The incredible growth of event data is currently a major topic in information systems field. Organizations adopt Enterprise Resource Planning (ERP) systems to integrate the data and processes of organization into single database. They handle a huge amount of data related to the actual execution of business processes and the goal is to discover from transaction log a model of how the business processes are actually carried out. Process mining can be used to gain insights into process execution and to identify the gaps, but the major challenge is the problem of converting the data from relational database to event logs. Most process mining techniques require a specific format of event data as an input, assuming it is possible to sequentially record events and event record refers to precisely one process instance and one activity. The paper addresses the issue of converting the data from relational database into event logs. Special attention is dedicated to artifact-centric approach which is more suitable for ERP systems, since business process in ERP systems can be viewed as a set of interrelated documents. Detailed analysis of the artifact-centric approach concepts is conducted and description of its constructs is presented by ontological metamodel. Through the model definition the underlying logical and semantically rich structure of the approach will be represented. The paper points out the necessity of analysing and defining the metamodel to understand in depth the complex structure of artifact-centric approach and purpose with the aim to adopt approach and using it in practice. Moreover, Microsoft Dynamics NAV ERP system is used as an example and we describe its characteristics to illustrate data-oriented structure of ERP relational database.
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ABSTRACT

Advances in computer vision technology enabled the development of human gait recognition as a research field. Introduction of structured light technology enabled very precise tracking and analysis of human motion. One research stated significant success in using a distance based approach for frontal gait recognition. This approach allowed a transfer of the problem from spatio-temporal domain into spatial domain (2D image). 2D image descriptors such as histograms were used as feature vectors in comparison. In this research we extend this distance based approach by using state-of-the-art machine learning algorithms as well as several techniques for feature reduction and weighting. Experimental results indicate that this approach can be used to fine tune the decision making process and finally improve results with accuracy of over 97%.

Keywords: Gait recognition, machine learning, feature weighting
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ABSTRACT

In the past decades, there has been a growing interest among economists, financial engineers and traders in financial time series, and representing their underlying trends in particular. Since financial data are always noise-corrupted, it is a common procedure to use smoothing techniques to reduce the noise components from a signal, recognize patterns and trends in time series or to make forecasts. One of the most common schemes to produce smoothed time series is the moving average (MA) filter. Its variations include simple, linear and exponential forms considering the method of weight assignment. In this paper, a fuzzy logic approach is used to control MA performance using time series characteristics such as volatility and autocorrelation. In other words, the idea is to use a fuzzy controller to tune MA filter parameters. Fuzzy rules have proven to be a good tool for modeling expert knowledge, which can be a valuable asset in dynamic and uncertain market conditions. In addition, fuzzy control is an agile approach to switch between working regimes of the model providing the ability to quickly adapt to changes in trend. The proposed fuzzy controller is applied to the exponential form of the MA filter to control the weight parameter. The obtained MA values are further used as a price trend indicator. To evaluate the proposed approach, an automated trading strategy is designed to trade based on a trend following principle using the proposed approach as an indicator of price trend. The results are compared to conventional exponential weighted MA filter approach. The aim was to investigate whether the filter can be controlled by fuzzy rules so that it improves trading performance of the trend following strategy.

Keywords: fuzzy logic, fuzzy control, moving average, filter, smoothing, financial time series, automated trading.
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ABSTRACT

Air traffic generators are widely used in the air traffic control and aeronautics industry for training purposes and to validate new concepts or new systems. But it is difficult for a machine to generate realistic trajectories and behavior for an aircraft which lead to the participation of many humans in the simulation to compensate. Traditional generators require performance data for aircrafts and heavy preparation to generate realistic trajectories. Our approach takes advantage of widespread flight location data to learn from their behavior and improve traffic generation. Combining cooperative multi-agent learning methods [1] and big data we show that it is possible to design and generate a realistic and intelligent traffic more easily and without human intervention.

Keywords: simulation, multi-agent system, decision making, air traffic management, machine learning, data value
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ABSTRACT
Cleaner production has been a tool that companies have found useful to support sustainable policies. One reason is its capacity to promote environmental and economic benefits with few investments that require financial resources. The number of companies that are promoting actions to reconcile environmental objectives with organizational/production strategic objectives is still increasing. However, decision makers very often have to deal with constraints such as time and financial resources in problems involving the need to select or prioritize actions they are faced with. This paper analyzes a local productive arrangement (LPA) in the apparel sector in the northeast of Brazil. It sets out to develop a multicriteria decision support model, based on the PROMETHEE V method, that will enable a single DM in an apparel factory to define a portfolio of actions that seeks to promote improvements in sustainable production.

Keywords: cleaner production, sustainability, decision support system, multicriteria decision aid.
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ABSTRACT

Collaborative decision-making is a concept which has been gradually emerging over the past years, and has been the subject of numerous studies in various domains of application such as design, production management, and resource allocation. This paper proposes a collaborative multicriteria WEB based decision-support system (CMWEB-DSS), which is a decision-support framework that can be of use in supplying decision-enabling information in a number of industrial domains for manufacturing management. When humans interact, the social dynamics will change individuals’ perspectives toward a problem, hence lead to different decisions. In this study, human production agents shared and discussed resources allocation problems and/or resources failures with each other. But these discussions lead to many conflicting situations among them. Analytical Hierarchy Process methodology is applied to evaluate sorting solutions in respect of human participants’ preferences. The Collaborative environment is integrated in the suggested WEB-based DSS.

Keywords: Analytic Hierarchy Process (AHP); Collaborative environment, Human Production Agents (PA); collaborative multicriteria WEB based decision-support system (CMWEB-DSS).
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ABSTRACT

Data normalization is essential for all kinds of decision-making problems, to ensure we obtain dimensionless units, from heterogeneous data measurements, which can be aggregated for rating and ranking decision alternatives. Further, with the advent of big data, collected from many different sources, selecting a suitable normalization technique is a big challenge, due to the need of performing data reduction and synthesis, to enable understandable information and computational efficiency for supporting decision makers.

Many multi-criteria decision making methods (MCDM) use normalizations, which neither take into account the type of data nor if its modeling truly represents the source data. This study discusses the importance of selecting suitable normalization techniques with an illustrative example using the TOPSIS method. The example will first address the results of using only a benefit-based normalization technique versus using both cost and benefit ones. Second, using the same example we compare results using four well-known normalization techniques, to assess which one is more suitable for the TOPSIS method.

Keywords: Normalization, TOPSIS, Cost Criteria, Decision Making.
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ABSTRACT

This paper describes how to optimize parts of data mining methodology in order to create a custom tailored insurance policy for a new client of an insurance company. The aim is to come up with the insurance policy the customer is most likely to accept and to consequently increase the insurance company profit.

The standard insurance policy may not necessarily satisfy the client. It is assumed that the personalized offer, tailored to suit client’s needs is likely to be accepted with a higher probability.

In order to create personalized insurance policies, different scientific methods and data mining techniques have been used. The Cross-Industry Standard Process for Data Mining (CRISP-DM) methodology proved to be the most successful. An open source tool - RapidMiner has been selected for the methodology implementation. The result is based on eleven carefully chosen input attributes and presented through three output attributes.

As part of the methodology, the process of analysis has been optimized and slightly adapted. The optimization included fusion of multiple attributes to a single one and vector presentation of attributes through application of functional analysis. This way, the output is presented in two-dimensional manoeuvring space in which the client’s requests have been successfully paired with services offered by insurance company. The final decision is based on client’s needs by moving the border in favour of the insurance company.

Keywords: Data analysis, Data Mining, Insurance Company, Client, Profit Optimization
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ABSTRACT

As a result of the dynamic environment, planning of business processes is becoming more difficult every day. The period for which process owners predict the expected process results is shortened and possibility of error is increased due to a number of external factors that can’t be influenced. Process owners need to project results for the next periods as much accurately as they can. The results of the business processes are affected by numerous internal and external factors, as well as their connections. As internal factors we consider process inputs such as money, assets, tools, staff and information, as well as other factors that may come from an organizational system which process belongs. External factors came from other organizations (customers, competitors, suppliers, government) through different requirements and behavior. When planning and forecasting results, process owners do not possess sufficient information about internal and external factors and are not familiar how they are related to each other. This paper aims to show the usage of neural networks in solving the described problem of business processes results prediction. Based on the data from the previous period, neural networks take into account influence and behavior of external factors and their relationship to internal factors and with greater certainty predict results. Also, the relationship between internal and external factors is usually nonlinear and neural networks are able to successfully include that kind of relationship, unlike conventional methods.

As an example, sales process of one retail company with three stores has been analyzed. Based on the records of the first half of the year, using Feedforward neural networks with various structures, expected sales results for the second half of the year are obtained. Number of shifts, availability of employees per shift, product margin, marketing initiatives and the number of online shop server failures are used as an input for network. Influence of external factors is not explicitly included in the network, but implicitly, through the results of the previous period. As a result, the number of sold products in the first six months (Jan-Jun) is used. Considering all data, results are acquired from different structures of networks, and best structure is chosen for treated problem. Also, the chosen network will be further used to examine the impact of changes in individual planned inputs in the next period and see whether their reduction or increase leads to a change in the expected results.

Keywords: Artificial Neural Networks, Prediction, Business processes, Expected process results
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ABSTRACT

In healthcare predictive analytics, the lack of data is often the major obstacle for evolving highly accurate predictive models. This lack of data can be caused by several reasons: rare diseases, long and expensive procedures for data collection and confidentiality of personally sensitive information. We address this problem by proposing privacy preserving system for sharing data between hospitals based on randomization techniques. In order to prevent information loss (and thus predictive accuracy of the algorithms), we utilize recently proposed Virtual Example (VE) generator of Electronic Health Records (EHRs) that exploits advantages of domain knowledge and available data as complementary information sources. Virtual examples generated using this technique can be shared between different sites directly or through common VE repository, because they protect the confidentiality of personally sensitive information. Initial evaluation was conducted for 30-day hospital re-admission prediction problem on pediatric hospital discharge data from 8 hospitals from California. It is showed that besides privacy, this system preserves (and in some cases even improves) predictive accuracy.
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ABSTRACT

In healthcare predictive analytics it is utterly important that models have high predictive accuracy, but also high level of interpretability in order to be utilized in medical practice. Even though, decision trees provide highly interpretable models that also allow visualization, they most often fail to evolve highly accurate models for prediction of 30-day hospital re-admission based on Electronic Health Records. This is because decision trees cannot tackle well high dimensionality, sparsity and class imbalance of the problem. In this research, we approached this problem by exploiting the synergy between recently proposed Evolutionary Generic Decision Trees and knowledge based feature compression methods. Initial evaluation showed that proposed model is competitive with state of the art models in terms of predictive accuracy, and that provides much higher level of interpretability.

Keywords: Decision tree, hierarchical feature selection, evolutionary search hospital readmission
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ABSTRACT
The purpose of this paper is to test open source face recognition software on unconstrained images. Facereclib, a Python library, was used to conduct a fair comparison between several face recognition algorithms on LWF (Labeled Faces in the Wild) database. Also, biometric menagerie was used to describe performances of the algorithms. Experiment results are analyzed, and conclusions and suggestions for further research given. Results show that open-source face recognition software is not reliable enough to perform well with unconstrained facial images.

Keywords: Face-recognition, Algorithms, Biometric-menagerie, Open-source
Abstracts of Posters
CAMES (Corporate Action Methodology for Enterprise Systems): Decision Management through Improved Communication

Olaf Cames, Peter Smith
University of Liverpool DBA
Liverpool, UK
olaf.cames@online.liverpool.ac.uk, peter.smith2@online.liverpool.ac.uk

ABSTRACT

This paper presents a decision support system (DSS) having the capability to incorporate Action Science principles and evaluate whether Action Science is suitable as an intervention technique during the management of projects. The CAMES system will be primarily a cloud, big data and quantum models of computing solution that manages the data collected from project participants on a 24/7 basis, an enrichment layer for data discovery, refinement, and data quality and an analytics layer that supports real-time analytics. Key to the system will be that data are visualized via graph databases.
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ABSTRACT

In current knowledge economy, organizations have identified knowledge sharing as a catalyst to improve business. Therefore, the need to build relationships between organizational processes and knowledge activities are crucial to gain competitive advantages over competitors. However, there are new challenges facing organizations in transferring from business processes to knowledge processes. A major contribution of this research is providing measurable contribution of knowledge assets, knowledge practices that will improve efficiency and effectiveness of employees, also reducing cost and errors in organizational business processes.
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ABSTRACT

This poster aims to observe a better choice for risks evaluation Financial organisms. Our aim is to support banks during operations of customers with respect to funding opportunities, investment or credits reaching. First of all, we identify different types of risks associated with this activity and we secondly analysed them thanks to a method of multi-criteria analysis AHP (Analytic hierachy Process) with different means adopted to identify them. It should be noted that a financial institution is risky and it is in no case possible to annihilate full all sources of risk. Was examined certain types of risks inherent in this activity, these risks are grouped into four criteria such as operational risk, financial risk management, risk against parties and external risks. Although professionals in risk management are trying to better understand the risks and they use to do this complex models, but many of the risks are still not well understood. Therefore, this work has contributed to the resolution of risk, and deliver results that will allow the institution to address the factors that may prevent the achievement of its objectives.
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ABSTRACT

Quality design is the decision-making process for determining manufacturing conditions in each production process that satisfy the quality requirements of customers. JFE Steel has developed a decision support system for quality design of steel products using a type of Just-In-Time modeling. The present research focuses on how to determine the optimal manufacturing conditions for securing the target quality by using locally weighted regression, a type of Just-In-Time modeling. The proposed method can improve design accuracy and shorten design time significantly in comparison with the conventional technique. The developed system has been applied practically at JFE Steel’s steelworks and has contributed to reduction of quality deviations and production cost.